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ABSTRACT
Ensemble decision tree algorithms are well known for good predic-
tion accuracy in most cases, but not much research has been done
on applying ensemble methods to improve personalization in the
field of behavioral targeting in online advertisements. In behav-
ioral targeting, the best ad is matched to the user based on his/her
past activities and demographics. At present, most models used in
the behavioral targeting are some form of linear models. Our goal
in this paper is to analyze and understand the effect of ensemble
techniques on large scale advertising data. Few of the main chal-
lenges of this kind of large scale data are sparse features and high
dimensionality that make it hard for one single model to work the
best. The form of ensemble method explored in this paper is the
random forest based regression algorithm that combines the power
of multiple decision trees to produce a more robust model which
has a reduced variance as well bias.

Also, in the field of online advertising it is imperative to learn in
an online fashion (while the advertising campaign is being run) as
the customers want to get the most off their money at the earliest
and the lifetime of such advertisements is short. So, some form of
exploration vs. exploitation technique is also required to be used
in the system. Our contributions in this paper are three fold. First,
we develop a new technique to determine optimal parameters of the
random forest algorithms. Second, we do a comparative analysis of
random forest vs. logistic regression. Third, we combine ensemble
decision tree algorithms with bandit algorithms to produce around
17% CTR improvement over random.

Categories and Subject Descriptors
H.4.M [Information Systems Application]: Miscellaneous; I.5.2
[Pattern Recognition]: Design Methodology-Feature evaluation
and selection; I.2.6 [Computing Methodologies]: Learning

General Terms
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1. INTRODUCTION
Many companies run internal marketing campaigns on their own

websites to maximize their click-through-rate (CTR) and user ex-
perience. Each campaign usually consists of many different kinds
of offers, and we would like our system to select the one that is most
relevant to a given visitor. We can consider among many available
information such as users’ click history and geo location to make
the decision of which offer to present. Human experts can develop
the offer selection rule by their domain knowledge, but in order to
make this scale, we want prediction algorithms to understand the
users’ behavior and make the decision automatically.

The problem of selecting a relevant or popular offer has been
solved using bandit algorithms [7, 11]. There are two kinds of ban-
dit algorithms; context free and contextual. Context free algorithms
do not consider the users’ context and only consider the popular-
ity of offers to make decision. Contextual algorithms consider the
users’ context for selecting an offer by predicting the probability of
click on an offer in a given context. So, better prediction accuracy
of the click probability can improve the performance of contextual
bandit algorithms.

Ensemble methods are well known for better prediction perfor-
mance than other algorithms in most cases [9], but not much re-
search has been done to apply ensemble methods to improve per-
sonalization on advertisements. In this paper, we propose our work-
in-progress to leverage click predictions from ensemble decision
trees in bandit algorithms and conduct empirical studies using real
world datasets from Adobe Digital Marketing campaigns. Our em-
pirical study results show that our approach performs around 17%
better than random in term of CTR, and it is also better than other
context free bandit algorithms that we choose to compare.

2. RELATED WORK
The general problem space of this work is that of targeted ad

serving, which seeks to choose the optimal ad to serve a given user,
based on features representing information about the user. An ad-
vertising campaign is costly to run, and therefore there is strong
motivation to effectively infer the interests of a user and match
them to the ad which is most likely to grab their attention. This
has attracted wide interest from the research community, and many
models have been constructed to address this problem [1, 5, 3, 10,
12]. These models generally work by learning from the behavior of
past users targeted for a campaign in order to identify potential fu-
ture conversions. While the aim of our model is the same, we take a
more hybrid approach by combining ensemble decision trees with



Algorithm 1 Ensemble Decision Trees - EDT

Model Building: Given a training set X, Y
for b=1 through B:

1. Sample, with replacement, n training examples from X, Y;
call Xb, Yb

2. Train a regression tree Tb on Xb, Yb with a random subset
of available variables when splitting a node.

end for

Prediction: A testing sample x′

f̂ = 1
B

∑B
b=1 T̂b(x

′)

exploration and exploitation strategies to get a better performance.

3. ALGORITHM
Ensemble methods use multiple learning algorithms to obtain

better predictive performance than could be obtained from any of
the constituent learning algorithms [6]. One example of the en-
semble methods we choose to use for our empirical study is ran-
dom forests [2]. Random forests are a classification or regression
method that operates by constructing a multitude of decision trees
at training time. Their output is a class or regression value that is
the mode of the outputs by individual trees. The method combines
bagging and the random selection of features at each split in order
to construct a collection of decision trees with controlled variance.
Algorithm 1 (referred to as EDT) outlines how ensemble decision
trees are constructed and make predictions.

3.1 Algorithm Framework
We build the EDT regression model per offer in each marketing

campaign data. For new testing data, we will get P (click|offeri)
for i=1,...,n where n is the number of offers in campaign. Then, we
can apply argmax iP (click|offeri) for a greedy choice (exploita-
tion).

Exploration is required to collect the click response from dif-
ferent offers and learn the regression model of the offer. So, we
combine exploration and exploitation strategy with EDT regression
model.

3.2 Training the Regression Model
Parameter tuning is one of the important tasks for prediction

modeling. The number of trees parameter, B in Algorithm 1, can
be a few hundreds to several thousands depending on the size and
nature of the training data. Increasing the number of trees tends
to decrease the variance of the model, without increasing the bias.
As a result, the training and test error tend to level off after some
number of trees have been fit. An optimal number of trees can be
found using cross-validation, or by observing the out-of-bag error
[2, 6].

To determine the optimal parameter on the fly, we have devel-
oped a new technique to decide the number of trees by considering
the maximum coverage of available variables. At each node split
decision, EDT chooses a subset of random variables to make the
splitting decision. The goal of our technique is to choose the num-
ber of trees such that all the variables are covered, so the learning
algorithm can consider and compare all the variables for the model.

The optimal number of trees to build is decided as:

(1− M
N
)B < 10−4

where N is the total number of variables, M is the number of vari-
ables selected at random for node splitting, and B is the number of

Figure 1: Parameter study results for selecting the optimal
number of trees in ensemble decision trees with dataset 1; Up-
per graph: Y-axis for a probability of a variable not to be se-
lected in EDT (scale in percentage), and X-axis for the number
of trees in EDT; Bottom graph: Y-axis for AUC, and X-axis for
the number of trees in EDT.

trees to build. The probability of selecting M variables such that a
variable is never selected is C(N−1,M)

C(N,M)
= (1− M

N
), and the prob-

ability of a variable is never selected for B trees is (1− M
N
)B . We

want the probability of a variable to be neglected in the model to be
less than 0.01%.

We conducted a parameter study with many different datasets to
verify whether we can find the optimal one by using our proposed
approach. Figure 1 shows the one of our parameter study results
using dataset 1. Dataset 1 in Figure 1 has around 800 variables.
Assuming we are selecting sqrt(800) random variables each time
[6], the optimal value for the number of trees parameter B computed
by our approach is approximately 255. The bottom graph in Figure
1 shows the Area Under the Curve (AUC) change by the number of
trees parameter variations. We can see that in about 200 number of
trees, the change of AUC is stabilized. We can find a similar pat-
tern in the results from the dataset 2 in Figure 2. The dataset 2 has
around 340 variables, and the optimal value for the parameter B is
approximately 172 computed by our technique with sqrt(340) ran-
dom variable selection. The parameter study results (bottom graph



in Figure 2) confirms our proposal as the AUC change stabilizes
around 172 number of trees.

Figure 2: Parameter study results for selecting the optimal
number of trees in ensemble decision trees with dataset 2; Up-
per graph: Y-axis for a probability of a variable not to be se-
lected in EDT (scale in percentage), and X-axis for the number
of trees in EDT; Bottom graph: Y-axis for AUC, and X-axis for
the number of trees in EDT.

3.3 Exploration and Exploitation Strategy
A multitude of research has been done on improving exploration

and exploitation strategies for online advertisements [11]. One of
the well-known bandit algorithms, e-greedy, is to select the offer
with highest current average reward with probability (1 − e) and
select the random offer with probability e. Softmax, the other ban-
dit algorithm we choose to use, is using a similar strategy except
that e is reduced on the basis of the learning progress instead of
manual tuning. High fluctuations in the value estimates lead to a
high e (exploration); low fluctuations to a low e (exploitation).

While e-greedy and softmax are context free algorithms, our ap-
proach uses the regression approach using EDT to predict the click
probability for a given context. We combined EDT with e-greedy
and softmax as exploration is essential in some cases (for example,
when there is not enough data for the offer to learn good prediction
model or when there is not enough variations in click probabilities

among different offers).
There are many existing contextual bandit algorithms to compare

against our approach, and we will leave it for our future work. The
reason we did not try out the existing contextual bandit algorithms
in the first place is that prediction accuracy for a given context is
important and EDT performs better than linear models or bayesian
probabilities in many cases [6].

Our approach learns in a batch mode. Recent research presents
online EDT algorithms [4], and we can try this out in future. How-
ever, we do not expect a big performance change by switching the
batch algorithm to online because we can learn quickly in mini-
batches.

4. EXPERIMENTS
We used Adobe Digital Marketing campaign datasets to conduct

our experiments. Each record in the dataset looks like (x, offer, r)
where x is the user context, offer is one of the available offers in the
campaign that has been presented to the user, r contains click or
non-click information. We used the dataset where offers are served
randomly (random traffic) for our experiments.

4.1 Evaluation Methodology
The first evaluation we did is to compare our EDT model predic-

tion accuracy with the other baseline, logistic regression. We used
AUC metric because it is a good metric for measuring accuracy for
the highly imbalanced dataset such as CTR.

For our second evaluation, we used the unbiased offline CTR es-
timation technique by Lihong et al. [8], and it works on the dataset
from random traffic which we currently have.

4.2 Evaluation Results
For the contextual bandit algorithm with regression approach,

we need to learn a regressor f to predict a click probability given
(x, offer). The prediction accuracy from a regressor can be an im-
portant factor for the contextual bandit to demonstrate the meaning-
ful CTR lift, so we evaluated prediction accuracy with AUC. Then,
we conducted our experiments to compute estimated CTR for our
proposed approach to compare with existing bandit algorithms.

4.2.1 Prediction Accuracy with AUC
We used two datasets, campaign 1 and campaign 2, for AUC

comparison experiments. The dataset 1 and the dataset 2 that we
used for parameter study in section 3.2 are one of the offers from
the campaign 1 and one of offers from the campaign 2.

The campaign 1 dataset has four different offers, 820311 records
with the time period from July to August 2013. The offers are dis-
tributed almost evenly in the dataset due to it being from the ran-
dom traffic. The campaign 2 dataset also has four different offers,
276905 records from random traffic, with the time period from Feb
to March 2013.

We first divided the dataset per offer, and separated each subset
of dataset into training (70%) and testing (30%) just like any su-
pervised learning evaluation setting. We built LR models and EDT
models in training data, and computed the AUC in testing data. Re-
sults show that EDT performs around 23% better than LR in pre-
diction accuracy with AUC for the campaign 1 dataset, and EDT
performs around 5% better than LR in the campaign 2 dataset (see
Table 1).

4.2.2 CTR Estimation Results
We used the campaign 1 dataset to compare CTR estimation

results using different algorithms; random, e-greedy, softmax, e-
greedy+EDT, and softmax+EDT. Results with CTR improvements



Table 1: Performance Metrics AUC: Logistic Regression (LR),
EDT

Campaign 1 LR EDT
Offer 1 0.65 0.76
Offer 2 0.64 0.75
Offer 3 0.59 0.72
Offer 4 0.57 0.75
Average 0.61 0.75

Campaign 2 LR EDT
Offer 1 0.84 0.88
Offer 2 0.83 0.88
Offer 3 0.83 0.88
Offer 4 0.85 0.89
Average 0.84 0.88

over random is in Figure 3. For each algorithm, we ran multiple
experiments with parameter variations and selected the best one to
compare with each other. We also used average results of each al-
gorithm running 100 times because exploration in each algorithm
can create a variance.

Results show our approaches improve over random a little more
than 17% and our approaches perform better than other context free
algorithms; e-greedy and softmax. A tuned e-greedy performs bet-
ter than softmax for this dataset. This can mean that during the
online learning offers were competing with each other quite often,
and softmax did more exploration than e-greedy.

Figure 3: CTR improvements over random strategy

5. CONCLUSION
In this paper, we present our empirical study results of using

ensemble decision trees (random forest) in the field of behavior tar-
geting in online advertisements. Not many research has been done
using ensemble decision trees to improve personalization on ad-
vertisements. As they are well known for good prediction accuracy
compared to other algorithms in most cases, we propose to leverage
prediction probabilities from ensemble decision trees in exploration
and exploitation strategies.

We conducted three experiments. First, we developed a new
technique to tune parameters for random forest algorithms and ver-
ified it with multiple parameter studies with our dataset. Second,
we compared prediction accuracy of random forest vs. logistic re-
gression as linear models have been explored many times in Ad
personalization. Third, we combined ensemble decision trees with

bandit algorithms to form a contextual bandit and compare it with
context free bandit algorithms using CTR metrics.

Our experiment results show that ensemble decision trees per-
form better on CTR prediction than logistic regression, and the
better prediction accuracy will lead to better exploitation strategy
in exploration and exploitation algorithms. We compared our pro-
posed approach only with context free algorithms, and we found
that our approach performs better than tuned e-greed and softmax.
Our future work will include other contextual bandit algorithms on
our experiments.
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